Lawrence M. Scheier, Ph.D.

scheier@larsri.org

Abstract

This document contains a bibliographic list of articles that will help you build your survey methodology skills. It is not meant to be “comprehensive” or “exhaustive,” just sufficient to get you started. Each day more and more publications can be found that attend to the issues we cover in the survey methodology course. Thus, keeping abreast of the latest findings is also important to your education.

**Literature for Survey Methodology Seminar**

Readings to Reinforce Survey Work
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| **🞜 Attitudes-Behavior Relations 🞜** |
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| **🞜 Attitudes in Medicine 🞜** |
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| **🞜 Confirmatory Factor Analysis 🞜** |
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| **🞜 Dichotomization Schemes 🞜** |
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| **🞜 Effect Sizes 🞜** |
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| **🞜 Latent Class Analysis Methods 🞜** |
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| **🞜 LCA Examples 🞜** |
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| **🞜 Missing Data 🞜** |
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| **🞜 Model Fit Indices (# of Latent Classes) 🞜** |
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| **🞜 Online Survey Methods (Odd Issues) 🞜** |
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| **🞜 Facebook & Social Media Recruitment 🞜** |
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|  |
| --- |
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|  |
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|  |
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| --- |
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|  |
| --- |
| **🟍 Social Exchange Theory 🟍** |
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|  |
| --- |
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|  |
| --- |
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|  |
| --- |
| *Note*: The articles listed above are only meant to get you started reading seminal works in the various topic areas. This list is by no means meant to be “comprehensive” coverage of the different scholary areas. Many of the issues that arise in survey methodology (i.e., sampling frame, sample size, constructing and fielding a survey, response formats, item content, incentives, missing data, attention checks, survey length, subgroup analyses, to name a few) are quite complex and necessitate careful reading along with weighing the pros and cons for the use of various techniques (i.e., treatment of missing data is an open book). Plus, there is no definitive word in some cases, for instance, how many data sets to impute with missing data, how many focus groups to conduct before fielding a survey, or how big a sample is required for cognitive pretesting a survey. Please consider the list provided above as a means of introducing you to the complexity of survey methodology. The seminar will walk you through some of the considerations (e.g., analytic techniques to detect subgroup heterogeneity, theories that drive survey content, item construction, and the quality of survey data collected using web-based online data collection approaches). |